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ABSTRACT
Network technology has changed how people consume content
through various channels, which constantly generate a large
amount of data. To effectively utilize this data, many researchers
have focused on interoperability, or the ability to use information
from multiple systems together. However, in the field of
recommender systems, few studies have considered interoperability.
Existingmethods for guaranteeing interoperability in recommender
systems have limitations in their ability to model low-order
relationships for data integration. In particular, there has been
no study that ensures interoperability for knowledge graph-based
recommender systems, which are suitable structures for integrating
heterogeneous data. Therefore, we propose an integration method
for multiple systems optimized for knowledge graph-based
learning. This method can extend the knowledge graph through
deep learning-based relation modeling of entities and ensure
interoperability for the recommendation system. Our experimental
results confirm that this method improves the performance of
existing recommendation algorithms.
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• Information systems → Recommender systems; •
Computing methodologies → Knowledge representation and
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1 INTRODUCTION
Personalized recommendation services have become increasingly
important in various fields, leading to a surge in research on
recommendation systems. However, despite these efforts, these
systems continue to face the challenges of data sparsity and
cold start [11]. Many researchers have proposed using various
auxiliary information for users and items to address these issues
[29]. For instance, some studies have employed methods that
utilize many types of feedback to learn and improve upon users’
action sequence information [24]. Other studies have incorporated
auxiliary information for the item in a knowledge graph (KG) to
enrich the modeling of item features [3, 26]. Combining multiple
systems in a single recommender system can also be beneficial
in modeling more information about users and items [18]. Given
that users’ consumption patterns have shifted towards consuming
content through various channels, it is crucial to seamlessly
exchange the large amounts of data generated from these channels
in one system. Therefore, it is necessary to investigate ways to
ensure interoperability in the recommender system, which can
ultimately enhance the integration of auxiliary information and
the quality of both user and item features.

Existing studies have created ontologies to ensure
interoperability in recommender systems and proposed
methods using machine learning techniques to better predict
user preferences with the generated ontology to improve
recommendation performance [1, 13, 16, 23]. However, the existing
ontology-building methods have limitations in modeling low-order
relationships between heterogeneous data, as they only consider
the class or property of the data to define entity abstraction
without considering the relationships between data from multiple
systems [14]. The output from these ontologies is also not in a
suitable format for recommendation algorithms to effectively
model heterogeneous data, requiring additional pre-processing
steps to express it in a single algorithm. Despite these challenges,
few works have achieved the perfect interoperability suitable for
recommender systems.

The process of building an ontology involves a crucial step
called entity abstraction, which defines the relationships between
entities hierarchically by analyzing their properties. One way to
achieve the purpose of an ontology is by using a KG structure,
which is optimized for learning the relationships between entities
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and can be easily modeled in a data structure that machines can
understand [28]. In a KG, each relationship is represented by a
triplelet consisting of a head entity, a relation, and a tail entity.
This structure represents the specific relationship between the
head and tail entities [20]. However, existing KG-based studies
for interoperability are not optimized for use in recommender
systems and are not effective at modeling the relationships
between users and items [17]. Additionally, previous KG-based
recommendation studies have only focused on heterogeneous data
learning methods within a single recommender system without
considering interoperability between multiple systems [27].

To address the limitations of the existing studies, we propose
a KG-based method for modeling the potential relations between
data from heterogeneous systems using deep learning rather than
relying on manual efforts, such as ontology. Our method can
continuously expand the KG by incorporating updated entities
and relationships. As a result, we can enhance the recommendation
performance with the enlarged KG by learning various auxiliary
information to predict the more accurate user and item features.

The main contributions are summarized as follows:

• This is the first study to ensure interoperability of a KG-based
recommender system through relational modeling between
data from heterogeneous systems.
• Our method uses deep learning to model complex
relationships between entities and combines them into a
unified KG, which can solve the data sparsity problem of
recommender systems.
• Our experimental results showed that our extended KG
outperformed the baseline recommender algorithms.

The remainder of this paper is organized as follows. Section
2 discusses related work. In section 3, we describe our KG-based
recommender system, which ensures interoperability and then
explain case studies. In section 4, we discuss the experimental
results. Finally, we present the conclusions and future work in
Section 5.

2 RELATEDWORKS
This section provides an overview of previous studies on
ontology-based and KG-based recommender systems. Specifically,
we analyze ontology-based systems in section 2.1 and KG-based
systems in section 2.2.

2.1 Ontology-based recommender systems
Ontology is a tool used to facilitate interoperability and
compatibility between systems by formally specifying shared
concepts within metadata. In recommender systems, ontological
representations of users and items help predict user preferencemore
accurately [15]. Ontology-based recommender systems are systems
that use ontologies, which are structures that represent concepts
and their relationships, to make recommendations. These systems
can be split into two categories: those that construct ontology [1, 5]
and those that use existing ontology [4, 16].

First, Amini et al. [1] developed a reference ontology by
combining different domain taxonomies and used this constructed
ontology to understand scholars’ knowledge. And de Araujo et al.
[5] proposed a method for combining multiple ontologies using
a hierarchical clustering method, aligning them based on their
similarities. Most ontology construction methods have extended
their knowledge using existing ontologies, but few studies have
proposed ways of constructing new knowledge to make different
systems work together.

Second, many researchers have used the domain ontology of
recommender systems to infer users’ preferences [15]. Daramola
et al. [4] presented a knowledge-based tourism recommendation
system that uses a tourism services ontology. Nilashi et al.
[16] designed a recommendation system using an ontology and
dimensionality reduction method to address the sparsity and
scalability problems. In general, most existing studies have applied
existing ontology to their approaches rather than presenting a new
ontology or knowledge to achieve interoperability of recommender
systems.

2.2 Knowledge graph-based recommender
systems

KGs are a type of data structure that can show the connections
between different entities and the reasons for these connections
in a graph format. This makes them useful for learning data from
diverse systems. Researchers have used KG to represent various
supplementary information leading to the development of several
KG-based learning methods. These methods can be divided into two
main categories: embedding-based [20, 25, 26] and path-based [12,
27]. Embedding-based methods use mathematical representations
of the entities and their connections to make recommendations,
while path-based methods use the relationships between entities in
the KG to make recommendations.

Some studies [20, 25, 26] have used embedding-based methods
to learn the entity embeddings for items and improve the
representation of user and item interactions. Wang et al. [25] used
graph convolutional networks (GCN) to create entity embeddings
and predict user preferences. Wang et al. [26] developed the KG
attention network for recommendation (KGAT), which enhances
entity embeddings by modeling higher-order relations between
users and items. These two studies used embedding techniques
to model a single system, but their KGs were still incomplete due
to data sparsity, as they could not be extended to other systems.
Sun et al. [20] created the multi-modal KG attention network for
recommendation (MKGAT), which integrates information from
multiple domains and obtains better representations for items
through multi-modal KG propagation. However, this method only
combines multi-domain representations at the embedding level, so
it does not fully ensure interoperability between multiple systems.

Second, path-based methods [12, 27] represents user preference
through multi-hop paths propagated in KGs. The knowledge-aware
path recurrent network (KPRN) [27] extracts multi-hop paths,
including data types of entity, entity types, and relations. Ma
et al. [12] introduced a joint learning framework called RuleRec
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Figure 1: Overview of our work.

for an explainable rule-based neural recommendations. Prior
research on path-based recommendation using KG focused on
individual systems rather than considering interoperability between
heterogeneous systems.

As mentioned above, existing KG-based methods to complete
the KG for recommendation have a low level of relation learning
between heterogeneous data. Additionally, there are few studies
that achieve interoperability for recommender systems based on
the KG. Therefore, we propose an integration approach for multiple
systems optimized for KG-based learning. Our approach can extend
the KG through high-order relation modeling and ensure the
interoperability of the recommendation system.

3 PROPOSED APPROACH
In this section, we first describe the notation and background of
KG to introduce the proposed approach (Section 3.1). We then
explain a proposed relation modeling approach to extending the
KG (Section 3.2). Next, we introduce various real-world scenarios
for KG expansion from simple case to interoperable usages (Section
3.3). Finally, we describe how we apply an extended KG to a
recommendation system (Section 3.4). As a result, our methodology
can contribute significantly to the preference inference of any
KG-based recommendation systems (i.e., embedding-based and
path-based recommender systems). The overall process of our

Figure 2: Relation modeling based on entity type.

approach is shown in Figure 1. It involves expanding the KG through
relationship modeling and then performing preference inference
on the expanded KG.

3.1 Knowledge Graph in Recommender System
A KG is a directed graph in which edges between connected
nodes are semantically well-defined for a given knowledge base [6].
Formally, let E = {𝑒1, 𝑒2, · · · , 𝑒𝑘 } be a set of entities (i.e., nodes) and
R =

{
𝑟1, 𝑟2, · · · , 𝑟𝑔

}
be a set of relations (i.e., edges) where 𝑘 and 𝑔

are the number of entities and relations, respectively. Then a KG
is a subset of the cartesian product E × R × E defined as follows:

KG = {(ℎ, 𝑟, 𝑡) |ℎ, 𝑡 ∈ E, 𝑟 ∈ R} (1)

where ℎ, 𝑟 , and 𝑡 denotes head, relation, and tail, respectively. The
triplet (ℎ, 𝑟, 𝑡) implies that there is a relationship 𝑟 from entity ℎ to
entity 𝑡 .

In the recommender system, an entity is usually an object of a
knowledge base (e.g., director, starring, and category in the movie
knowledge base), but usersU and items I can also be set as entities.
For example, we can generate a triplet (𝑢, 𝑟𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡 , 𝑖) ∈ KG if the
user 𝑢 ∈ U and item 𝑖 ∈ I have explicit or implicit feedbacks
where 𝑟𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡 denotes a newly defined relation [22, 27]. Then the
integrated KG =

{
(ℎ, 𝑟, 𝑡) |ℎ, 𝑡 ∈ Ē, 𝑟 ∈ R̄

}
can better reflect user

and item preferences by providing additional information, where
we set Ē := E ∪U and R̄ := R ∪ {𝑟𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡 }.

Moreover, in a KG, each entity may have a different entity type.
For example, two entities, Pop and Zazz, in a music knowledge base
might be considered the Category entity type. Defining entity type
of entities provides useful information in a KG [7], and can also be
used for user embedding [27]. We define a set of entity types A
and a function 𝜙 that maps entities to their corresponding entity
types (𝜙 : E → A) to properly relate entities in the KG.

3.2 Relation Modeling for Knowledge Graph
We present a method for expanding the KG by adding new relations
between both existing and new entities in this section. This method
can improve the KG and enhance the connectivity between entities.
To define a suitable relation, we consider a set of all entities whose
entity type is 𝑎 ∈ A, denoted E𝑎 = {𝑒 |𝑒 ∈ E, 𝜙 (𝑒) = 𝑎}. We can
then consider relations between different entity types or within the
same entity type. Therefore, we define new relations in two ways:
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inter-entity type and intra-entity type relations as shown in Figure
2.

3.2.1 Inter-entity type relation. An inter-entity type relation
connects different types of entity types. If two sets E𝑎 and E𝑏 can
be modeled based on a relation 𝑟𝑎𝑏 , we can generate triplets which
are of the form (𝑒, 𝑟𝑎𝑏 , 𝑓 ) for some 𝑒 ∈ E𝑎 and 𝑓 ∈ E𝑏 . For example,
if we set E𝑎 = U and E𝑏 = I, the relation between the two groups
(i.e., user group U and item group I) may be defined based on
the rating given by some user 𝑢 ∈ U to item 𝑖 ∈ I. We can then
generate two triplets (𝑢, 𝑟𝑙𝑖𝑘𝑒 , 𝑖) and (𝑖, 𝑟𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑙𝑦𝑅𝑎𝑡𝑒𝑑𝐵𝑦, 𝑢) in this
example. Moreover, some collaborative filtering (CF) methods can
be applied if not rated; hence more relations can be connected than
the rated one.

3.2.2 Intra-entity type relation. An intra-entity type relation is a
connection within the same entity type. If a set E𝑎 can be modeled
using a relation 𝑟𝑎 , we can create triplets of the form (𝑒, 𝑟𝑎, 𝑓 )
for some 𝑒, 𝑓 ∈ E𝑎 . For example, if we set E𝑎 = I, the relation
between the two items 𝑖1, 𝑖2 ∈ I can be defined based on the
item similarity of 𝑖1 and 𝑖2. This would result in the two triplets
(𝑖1, 𝑟𝑖𝑠𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑇𝑜𝐼𝑡𝑒𝑚, 𝑖2) and (𝑖2, 𝑟𝑖𝑠𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑇𝑜𝐼𝑡𝑒𝑚, 𝑖1). As another
example, the objects in a knowledge base can also be defined using
some relations. The categories of items in a movie knowledge base,
such as romance, fantasy, and horror can be calculated based on
the similarity of the items in each category. Furthermore, relations
can also be added when combining entities of the same type from
different datasets for data interoperability.

3.3 Case Studies
In this section, we introduce three real-world scenarios for
expanding a KG through relation modeling. The first scenario
involves extending the KG within a single system (Section 3.3.1).
The second scenario involves adding a relation among entities in a
knowledge base so that it can add relations to new entities (Section
3.3.2). Finally, we will consider a scenario where we model the
relation between data from different systems as a way to achieve
interoperability (Section 3.3.3).

3.3.1 Relation modeling based on collaborative filtering. Recent
studies have demonstrated the efficacy of incorporating user-item
feedback into the KG for enhanced preference inference [22,
27]. However, these efforts alone are insufficient for effectively
expanding the KG due to the sparsity of available data. To address
this issue, we propose the incorporation of unrated user-item
feedback through the use of CF techniques. Additionally, we
introduce new relationships based on the similarity between users
and between items, as determined through the application of CF
embeddings. The overall process is depicted in Figure 3, with further
details provided in the following explanations.
• Relation modeling through rating prediction: We consider two
pre-defined inter-entity relations in our model, such as 𝑟𝑙𝑖𝑘𝑒
and 𝑟𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑙𝑦𝑅𝑎𝑡𝑒𝑑𝐵𝑦 . These relations apply to a set of users
U and a set of items I. If a user 𝑢 ∈ U gives an item 𝑖 ∈ I
a rating 𝑅 that is greater than a threshold \𝑅 , we add two

Figure 3: Relation modeling using collaborative filtering.

triplets to the KG: (𝑢, 𝑟𝑙𝑖𝑘𝑒 , 𝑖) and (𝑖, 𝑟𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑙𝑦𝑅𝑎𝑡𝑒𝑑𝐵𝑦, 𝑢).
If the item has not been rated by the user, these two triplets
are added to the KG only when the predicted rating 𝑅 =

CF (𝑢, 𝑖) calculated by the recommender model CF (∗) is
greater than the \̂𝑅 . Note that the predicted rating 𝑅 is less
accurate than actual rating 𝑅, so we need to be more careful
about adding predicted ratings 𝑅 to the KG (e.g., by setting
\̂𝑅 > \𝑅 ).
• Relation modeling based on similarity: We define two
new intra-entity relations for usersU and items I, called
𝑟𝑖𝑠𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑇𝑜𝑈𝑠𝑒𝑟 and 𝑟𝑖𝑠𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑇𝑜𝐼𝑡𝑒𝑚 , respectively. Using
the recommender model CF (∗), each user and item have
an embedding. We then calculate the similarity between
users, 𝑆𝑖𝑚(𝑢1, 𝑢2), or between items, 𝑆𝑖𝑚(𝑖1, 𝑖2), for all
pairs of users (𝑢1, 𝑢2 ∈ U) and all pairs of items
(𝑖1, 𝑖2 ∈ I). If 𝑆𝑖𝑚(𝑢1, 𝑢2) is greater than threshold
\𝑢 , we add the two triplets (𝑢1, 𝑟𝑖𝑠𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑇𝑜𝑈𝑠𝑒𝑟 , 𝑢2) and
(𝑢2, 𝑟𝑖𝑠𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑇𝑜𝑈𝑠𝑒𝑟 , 𝑢1) to KG. Similarly, if 𝑆𝑖𝑚(𝑖1, 𝑖2)
is greater than a threshold \𝑖 , we add the triplet
(𝑖1, 𝑟𝑖𝑠𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑇𝑜𝐼𝑡𝑒𝑚, 𝑖2) and vice versa.

3.3.2 Relation modeling for extending knowledge graph. Our
relational modeling approach not only considers user entities
and item entities, but also objects within a knowledge base.
These entities can incorporate relational information from online
databases such as IMDB, DBpedia, and Wikipedia. Additionally, our
approach allows for the incorporation of relational information
within KGs, even when new entities are added. The processes
involved in this are illustrated in Figure 4 and are further described
as follow:
• Relation modeling among objects in a knowledge base: We
present simple examples to demonstrate that the KG can
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Figure 4: Updated entity and relation in Knowledge Graph.

add new relations on its own. Suppose we are attempting
relational modeling of Category entity types in a movie
knowledge base. We consider two types of relations (i.e.,
inter-entity and intra-entity relations) that are connected to
E𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 . For example, in terms of inter-entity relations,
we can define two relations between E𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 and U,
namely 𝑟𝑝𝑟𝑒 𝑓 𝑒𝑟 and 𝑟𝑖𝑠𝑃𝑟𝑒 𝑓 𝑒𝑟𝑒𝑑𝐵𝑦 , respectively. In this case,
we can connect the user’s preferred categories by clustering
items rated highly by the user. If it is expected that the
user 𝑢 prefers category 𝑐 ∈ E𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 , we add two triplets
(𝑢, 𝑟𝑝𝑟𝑒 𝑓 𝑒𝑟 , 𝑐) and (𝑐, 𝑟𝑖𝑠𝑃𝑟𝑒 𝑓 𝑒𝑟𝑒𝑑𝐵𝑦, 𝑢) to the KG. As another
example of relational modeling in terms of intra-entity
relations, we can define a relation 𝑟𝑖𝑠𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑇𝑜𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦

by calculating the similarity between clustered items.
Then we add two triplets (𝑐1, 𝑟𝑖𝑠𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑇𝑜𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦, 𝑐2) and
(𝑐2, 𝑟𝑖𝑠𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑇𝑜𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦, 𝑐1) to the KG when the similarity
is greater than a threshold. It is worth noting that these
relations are not defined in online databases (e.g., IMDB,
DBpedia, Wikipedia), so we can provide more diverse
relations as a result.
• Relation modeling for new entity: Our approach ensures that
new entities can also be modeled as long as their entity type
is determined. For example, suppose a new entity 𝑒𝑇 is added
at time 𝑇 that did not exist until time 𝑇 − 1. We can update
the set E𝑎 to E𝑎 := E𝑎 ∪ {𝑒𝑇 } if the entity type of entity
𝑒𝑇 is 𝑎 ∈ A. We then consider pre-defined two relations
(i.e., inter-entity and intra-entity type relations) that are
connected to the set E𝑎 and connect relations using our
approach mentioned above. This means that our approach
allows the KG to expand dynamically, so it can be increased
in real-time.

Figure 5: A knowledge graph that achieves interoperability.

3.3.3 Extending knowledge graph based on multiple systems for
ensuring interoperability. In this example, we demonstrate how to
make multiple systems interoperable by extending their KG. In the
previous two cases (Section 3.3.1 and 3.3.2), we discussed how to
extend the KG from two perspectives. Specifically, the first example
involves using CF models to add relations between user and item
entities (Section 3.3.1). The second example shows that objects in a
knowledge base can be inter-connected by various models, and it
is possible to add new entities (Section 3.3.2). When both of these
conditions are satisfied, it becomes possible to expand the KG across
multiple systems. The steps for doing this are shown in Figure 5
and will be explained in more detail below.
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In practice, two or more heterogeneous systems must be
considered for interoperability. But for simplicity, we only consider
the two user-item pair datasets (i.e., two heterogeneous systems)
which are in a similar knowledge base, shown in Figure 5. Each
system will have a different KG depending on the users and items
in the system. However, we can make relation modeling from each
system in a similar way to the previous scenarios. If we combine
these two KGs, each system can use new relations that cannot be
induced from its system. Then, recommendation performance can
be improved since each system uses an extended KG reflecting
heterogeneous information. Furthermore, this process enables
the KG expansion that satisfies interoperability across multiple
heterogeneous systems.

3.4 Preference Inference
The expended KG generated from Sections 3.2 and 3.3 can be
employed in any recommender system that uses a KG, such as
embedding-based and path-based recommender systems. However,
it is worth noting that adding these various relations does not
pose a significant problem for embedding-based recommender
systems because they are embedded in a fixed embedding space.
On the other hand, path-based recommender systems may be
impacted by the addition of these relations, as it leads to a
rapid increase in the number of paths, as noted by Wang et al.
[27]. Furthermore, there is currently no general methodology for
extracting paths in path-based recommender systems, as these tasks
are typically labor-intensive and passive. To make our method more
widely applicable to all knowledge-based recommender systems,
we present a consistent method for path extraction to improve
usability. Our method is described in Algorithm 1, which returns a
sample of high-quality paths P(𝑢, 𝑖) for a given start user entity 𝑢
and end item entity 𝑖 of the KG.

Our method is based on the depth-first search (DFS) algorithm,
which generates all paths from a given start to an end point in
the graph. However, extracting all paths from the KG can result
in millions of paths, so the paths must be sampled. Moreover, Sun
et al. [21] found that paths that are too long are of low quality, so
it is important to select a path with a sufficiently short length. To
solve this problem, we use weighted random sampling to select the
relation and tail (Line 22-23). Weighted sampling of the relations
help to reduce the imbalance in the number of tails, while sampling
the tails speeds up execution time and reduces the number of
samples. The dropout_threshold argument (Line 25) can also be
used to sample a smaller number of routes. The variable 𝐿 sets the
maximum length of the path, which is small enough to produce a
short-length with high-quality path and adjusts the depth bound
of the recursive function.

As a result, both embedding-based and path-based methods can
be derived from extended KGs, which can incorporate a greater
range of diverse knowledge in recommender systems.

4 EXPERIMENTS
This section presents the results of an empirical experiment
investigating the effect of relation modeling on recommendation

Algorithm 1: Path Extraction
Input :
KG Knowledge graph
𝑢 User id which is the first entity in the path
𝑖 Item id which is the last entity in the path
𝐿 Maximum path length

Output :
P(𝑢, 𝑖) Sampled paths between entity pair (𝑢, 𝑖)

1 Function GeneratePath(KG, 𝑢, 𝑖, 𝐿):
2 𝑣𝑖𝑠𝑖𝑡𝑒𝑑 ←− {𝐹𝑎𝑙𝑠𝑒}
3 P(𝑢, 𝑖) ←− list ()
4 foreach tail 𝑡 in (𝑢,𝑔𝑖𝑣𝑒𝑛𝐺𝑜𝑜𝑑𝑅𝑎𝑡𝑖𝑛𝑔𝑇𝑜, 𝑡) ∈ KG do
5 𝑝𝑎𝑡ℎ ←− list(𝑢, 𝑡)
6 _GeneratePathRecursive(KG, 𝑡, 𝑖, 𝑝𝑎𝑡ℎ, 𝐿 − 1)
7 end
8 return P(𝑢, 𝑖)

9 Procedure _GeneratePathRecursive(KG, 𝑢, 𝑖, 𝑝𝑎𝑡ℎ, 𝐿):
10 if 𝑣𝑖𝑠𝑖𝑡𝑒𝑑 [𝑢] = 𝑇𝑟𝑢𝑒 then
11 return
12 end
13 𝑣𝑖𝑠𝑖𝑡𝑒𝑑 [𝑢] ←− 𝑇𝑟𝑢𝑒
14 if 𝑢 = 𝑖 then
15 𝑝𝑎𝑡ℎ.append(𝑢)
16 P(𝑢, 𝑖).append (𝑝𝑎𝑡ℎ)
17 return
18 end
19 if 𝐿 = 1 then
20 return
21 end
22 𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛𝑠 ←−

𝑢.relations().weightedRandomSampling()
23 𝑡𝑎𝑖𝑙𝑠 ←− 𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛𝑠.tails().randomSampling()
24 foreach tail 𝑡 in (𝑢, 𝑠𝑎𝑚𝑝𝑙𝑒𝑅𝑒𝑙𝑎𝑡𝑖𝑜𝑛, 𝑡) ∈ KG do
25 if random[0, 1] < 𝑑𝑟𝑜𝑝𝑜𝑢𝑡𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 then
26 return
27 end
28 if 𝑡 in 𝑡𝑎𝑖𝑙𝑠 and not 𝑣𝑖𝑠𝑖𝑡𝑒𝑑 [𝑡] then
29 𝑝𝑎𝑡ℎ.append(𝑡)
30 _GeneratePathRecursive(KG, 𝑡, 𝑖, 𝑝𝑎𝑡ℎ, 𝐿 − 1)
31 end
32 end
33 return

performance. The process of setting up the experimental
environment, including the datasets and preprocessing methods,
is described in Section 4.1. The experimental results and their
discussion can be found in Section 4.2.
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Table 1: Details of our knowledge graphs

Knowledge graph KGbase KGextend
#Users 6,040 6,040
#Items 3,706 3,706
#Entities on knowledge base 59,275 59,275
#Total entities 69,021 69,021

#Entity types 7 7
#Relation types 16 18

#User-item interactions 1,000,210 1,857,359
#User-user interactions 0 38,498
#Item-item interactions 0 30,327
#Triplets 1,839,342 2,696,591

#Positive paths 10,697,880 11,153,006
#Negative paths 7,599,676 8,085,492
#Total paths 18,297,556 19,238,468

#Average paths of user-item pair 9.3 11.7
Length of average paths 5 4.9

4.1 Experimental Settings
An experiment was conducted based on the first scenario, which is
the simplest case. Our experimental goal is to determine how much
the extended KG affects recommendation performance. We expect
that good performance will be obtained even in more complex
examples if our experiment is verified.

The structure of this subsection is as follows: First, we look at the
dataset and the process of constructing KGs used in the experiment
(Section 4.1.1). We then introduce the evaluation metrics used in the
experiment (Section 4.1.2). The implementation details are shown
in Section 4.1.3.

4.1.1 Knowledge graph construction. In order to couduct our
experiment, we first preprocessed datasets, modeled relations
between entities, and extracted paths. We used MovieLens-1m1

and DBpedia2 datasets to generate a KG, which we then divided
into two versions based on the first scenario: one using only basic
triplets (called KGbase) and the other using relation modeling
(called KGextend).

To model the relations using CF algorithm, we employed Neural
CF (NCF) [9] to predict ratings for each user-item pair. We set
\𝑅, \̂𝑅, \𝑢 , and \𝑖 to 4, 5, 0.6, and 0.6, respectively, in order to
generate triplets. We then used Algorithm 1 to extract an average
of ten paths per user-item pair from each KG, with the paths in
KGextend containing most of those in KGbase. Table 1 summarizes
the key details of our KG.

4.1.2 Evaluation metrics. We evaluated the model performance of
different KG based on Precision and Recall [19], which is widely
used for evaluation metrics. More specifically, Precision@K denotes
the ratio of the correct recommended items among the top-K

1http://grouplens.org/datasets/movielens
2https://dbpedia.org/ontology/Film

Table 2: Comparison results of Precision@K

Precision@5 Precision@10 Precision@20

KPRN-KGbase 0.0247 0.0263 0.0290
KPRN-KGextend 0.0258 0.0270 0.0298

Table 3: Comparison results of Recall@K

Recall@5 Recall@10 Recall@20

KPRN-KGbase 0.1527 0.2045 0.2814
KPRN-KGextend 0.1536 0.2088 0.2892

item recommendation results. Recall@K is the ratio of the correct
recommended items to the user’s preferred item list. K was set to
5, 10 and 20 in our experiments. The performance was calculated
by the average of Precision@K and Recall@K for all test users and
items.

4.1.3 Implementation details. We trained them on the a machine
with AMD Ryzen 5 5600X 6-Core and NVIDIA GeForce RTX 2060,
and tested the accuracy of ranking. We compare the performance
of two KGs (i.e., KGbase and KGextend) using knowledge-aware
path recurrent network (KPRN) [27] which is a state-of-the-art
path-based model. We denote these two models as KPRN-KGbase
and KPRN-KGextend. The additional details we used are as follows:
• We implemented and tested all the models in Pytorch3.
• The ratio of train data to test data was set to 8:2.
• Binary cross-entropy (BCE) loss [2] was used as a loss
function.
• Adam [10] was used as an optimizer.
• The sigmoid [8] activation function was used as a pooling
function. The final score of the paths of the user-item pair
was calculated as an average value.
• Learning rate, batch size, number of epochs, and hidden size
of KPRN was set to 0.02, 256, 15, and 16, respectively.

4.2 Experimental Results
Tables 2 and 3 present a comparison of the performance of
KPRN-KGbase and KPRN-KGextend. Our investigation shows that
the extended KG, which was created using relation modeling,
exhibits significantly higher recommendation accuracy than
the original KG. As shown in Tables 2 and 3, on average,
KPRN-KGextend achieves a 3.3% and 1.82% improvement in
precision and recall, respectively, compared to KPRN-KGbase. This
demonstrates that the expansion of the KG, which integrates new
entities and relations, generates more reliable paths for inferring
user preference and improves the recommendation accuracy.

Our experimental results indicate that an extended KG created
from multiple systems outperforms a KG created from a single
system. By using the method of interoperably integrating

3https://pytorch.org/
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heterogeneous systems into a KG, we can build an extended KG
that incorporates a large amount of auxiliary information from
various sources. This informative KG generates reliable paths for
expressing user-item preferences and enhances entity embeddings
learned from a large amount of auxiliary information, allowing
us to model high-order relations between users and items more
effectively.

5 CONCLUSION AND FUTUREWORK
In this study, we propose a method for integrating multiple systems
into a KG using two types of relation modeling. Our method can
easily distinguish whether an entity from one system can be related
to entities from other systems, and it can gradually expand the KG.
We present three real-world scenarios for KG expansion through
relation modeling and demonstrate the effectiveness of our method
through experimental results, which show that it outperforms
existing recommender systems based on KG without expansion. As
a result, ourmethod enables interoperability of the recommendation
system based on expanded KG.

In the future, we plan to build amodel structure that can integrate
multiple systems in a single KG. The model can define whether
entities in one system can be integrated with other systems in
the KG. In addition, we expect to develop an algorithm that can
interoperably integrate multiple systems from other domains.
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